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***Ethics and bias mitigation in AI systems: Technical and regulatory trends***

**Resumen [T1]**

El presente artículo presenta un análisis crítico de las estrategias técnicas y regulatorias para mitigar sesgos en sistemas de inteligencia artificial (IA), un desafío urgente dado el impacto social de estas tecnologías. Mediante una revisión documental de artículos en Scopus (2018–2022), publicados en español e inglés, se identificaron cuatro ejes temáticos: técnicas de detección de sesgos, métodos de mitigación (rebalanceo de datos, corrección de sesgos mediante modelos adversarios [*adversarial debiasing*]), marcos regulatorios internacionales (UE, EE. UU., OCDE), y desafíos en implementación real (compensaciones entre equidad y rendimiento). Los resultados revelan que, pese a avances en algoritmos que incorporan criterios de equidad (*fairness-aware*), persisten brechas entre teoría y práctica, especialmente en contextos industriales. Se concluye que la ética en IA requiere enfoques multidisciplinares que integren soluciones técnicas con gobernanza adaptable, participación comunitaria y auditorías continuas.
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***Abstract* [T1]**

*This article critically analyzes technical and regulatory strategies to mitigate biases in artificial intelligence (AI) systems, an urgent challenge given the social impact of these technologies. Through a documentary review of articles in Scopus (2018–2022) in Spanish and English, four thematic axes were identified: bias detection techniques, mitigation methods (data rebalancing, adversarial debiasing), international regulatory frameworks (EU, U.S., OECD), and challenges in real-world implementation (trade-offs between equity and performance). The results reveal that, despite advances in fairness-aware algorithms, gaps persist between theory and practice, especially in industrial contexts. It is concluded that ethics in AI requires multidisciplinary approaches that integrate technical solutions with adaptable governance, community participation, and continuous audits.*
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**Introducción [T1]**

Los sistemas de inteligencia artificial han demostrado un potencial transformador en diversos ámbitos sociales, pero su creciente adopción ha revelado un desafío crítico, así como la perpetuación y amplificación de sesgos discriminatorios (Kelly et al., 2019; Ntoutsi et al., 2020). Estudios emblemáticos, como el de Peters (2022), expusieron cómo sistemas de reconocimiento facial mostraban significativamente menor precisión para mujeres y personas de piel oscura, al evidenciar que los sesgos humanos pueden codificarse en algoritmos (Mehrabi et al., 2019; Busuioc, 2020).

Técnicamente, se identificaron múltiples fuentes de sesgo, desde conjuntos de datos no representativos hasta diseños algorítmicos que priorizan métricas de rendimiento sobre equidad (Pérez Gamboa et al., 2019; Akintola et al., 2020). Investigaciones como las de Vaccari y Gardinier, (2019) categorizaron estos sesgos en tres niveles: datos, modelado e implementación. Como respuesta, surgieron herramientas como AI Fairness 360 de IBM (biblioteca para evaluar la equidad algorítmica) y What-If Tool de Google (herramienta interactiva para inspección visual de modelos), que permitieron cuantificar disparidades mediante métricas estadísticas (Wexler et al., 2019; Thompson, 2021).

En el ámbito regulatorio, este período vio nacer iniciativas pioneras. Mökander et al. (2022) plantean que la Unión Europea (UE) estableció siete requisitos clave, mientras que EE. UU. avanzó con el *Algorithmic Accountability Act* (McGregor et al., 2019; Madaio et al., 2021). Paralelamente, organismos como la OCDE y Unesco promovieron principios globales, aunque con limitada capacidad vinculante (Addey, 2021; Auld et al., 2018). Las directrices éticas suelen estar fragmentadas y carecen de mecanismos de aplicación sólidos, y que su aplicación efectiva depende de la colaboración de las partes interesadas, de los roles individuales y de la industria y de los instrumentos jurídicos, mientras que las directrices voluntarias con frecuencia carecen de rendición de cuentas y de aplicabilidad (Zapp, 2020; Ricardo Jiménez, 2022).

La mitigación de sesgos enfrentó desafíos prácticos significativos. Casos como el sistema COMPAS (*correctional offender management profiling for alternative sanctions*) en justicia criminal, según Simpson y Dervin (2019), y algoritmos de contratación de Amazon (Langenkamp et al., 2020; Lyu et al., 2022) demostraron que las soluciones técnicas aisladas son insuficientes. Investigaciones posteriores, como las de Baykurt (2022), argumentaron que la equidad algorítmica requiere realizar compensaciones (*trade-offs*) inherentes.

Ante este panorama, se hizo evidente la necesidad de enfoques holísticos que integren avances técnicos con marcos regulatorios adaptables y participación de comunidades afectadas. En este artículo se analiza críticamente las tendencias en mitigación de sesgos durante 2018-2022, periodo clave donde se cristalizaron tanto innovaciones algorítmicas como respuestas normativas. Su objetivo es sistematizar aprendizajes desde cuatro perspectivas complementarias: detección técnica, métodos de mitigación, regulación y desafíos de implementación, y ofrecer así una visión integral para guiar desarrollos futuros en IA ética.

**Metodología[T1]**

Este artículo se fundamenta en una revisión documental sistemática de la literatura científica sobre ética y mitigación de sesgos en sistemas de IA, publicada entre 2018 y 2022. LA revisión se hizo a través de las bases de datos Scopus y Web of Science. El enfoque metodológico adoptado permitió identificar, evaluar y sintetizar las principales tendencias técnicas y regulatorias en este campo, así como garantizar un análisis riguroso y reproducible. La revisión se estructuró en tres etapas claramente definidas (ver Figura 1), al seguir protocolos establecidos en revisiones sistemáticas, lo que aseguró la selección de fuentes relevantes y minimizó sesgos en la recopilación de información (Chalmers, 2018; Petersen et al., 2021).

**Figura 1**

*Etapas del proceso de revisión documental*

Este enfoque metodológico permitió un análisis integraldel estado del arte en mitigación de sesgos, al combinar perspectivas técnicas y regulatorias. La rigurosidad del proceso -desde la búsqueda sistemática hasta la validación con expertos- aseguró la confiabilidad de los resultados. La inclusión de literatura gris (informes técnicos y políticas) complementó los hallazgos académicos, esto ofrece una visión holística del desafío ético en IA (Cruz et al., 2022; Gómez Miranda, 2022).

**Resultados[T1]**

El análisis cualitativo de la literatura reveló que la mitigación de sesgos en IA requiere un abordaje multidimensional que integre avances técnicos con marcos regulatorios robustos. Entre 2018-2022, la investigación evolucionó desde la identificación de sesgos hacia el desarrollo de soluciones prácticas, aunque persisten desafíos significativos en su implementación. Los hallazgos se organizaron en cuatro ejes temáticos fundamentales: técnicas de detección de sesgos, métodos de mitigación algorítmica, marcos regulatorios emergentes, y desafíos en implementación real. Cada eje demostró avances prometedores, pero también limitaciones críticas que requieren atención continua.

**1. Técnicas de detección de sesgos [T2]**

Los estudios analizados identificaron tres categorías principales de técnicas de detección (ver figura 2). Las métricas estadísticas se consolidaron como estándar para cuantificar sesgos, particularmente en dominios sensibles como contratación y justicia penal (Lin & Chu, 2018; Pérez-Gamboa et al., 2022). Sin embargo, investigaciones como las de Madaio et al, (2021) destacaron que estas métricas a menudo entran en conflicto, lo que las hace requerir elecciones normativas sobre qué tipo de equidad priorizar.

**Figura 2**

*Categorías de técnicas de detección de sesgos*

Los métodos basados en modelos explicativos como SHAP (*SHapley Additive exPlanations*) y LIME (*Local Interpretable Model-agnostic Explanations*) ganaron adopción para identificar características potencialmente sesgadas en predicciones algorítmicas (Czarnowska et al., 2021; Pospisil y Bair, 2022). No obstante, su aplicabilidad en modelos complejos mostró limitaciones, ya que las explicaciones podían tornarse imposibles de interpretar (Rodríguez-Torres et al., 2022; Zahid et al., 2020). Esto llevó al desarrollo de técnicas específicas para modelos de caja negra, como las pruebas de estrés sesgados (Goldfarb-Tarrant et al., 2020; Miroshnikov et al., 2020).

En el análisis de datos, herramientas como AI Fairness 360 de IBM y What-If de Google permitieron visualizar disparidades antes del entrenamiento de modelos (Gómez-Cano y Sánchez-Castillo, 2021; Delobelle et al., 2022). Estudios de caso revelaron que más del 60 % de los sesgos provenían de conjuntos de datos no representativos, al destacar la necesidad de mejores prácticas en recolección y anotación (De Paolis Kaluza et al., 2022; Ngxande et al., 2019). Sin embargo, en opinión de los autores, la falta de estándares universales para evaluar calidad de datos es un obstáculo.

Un hallazgo clave fue la creciente importancia de las auditorías algorítmicas independientes. Iniciativas como Algorithmic Justice League demostraron que las evaluaciones externas podían identificar sesgos que los desarrolladores pasaban por alto (Guzmán et al., 2022). No obstante, la escasa transparencia de muchas empresas tecnológicas limitó la efectividad de estas auditorías.

**2. Métodos de mitigación algorítmica [T2]**

En la literatura se identifican tres enfoques principales para mitigación: preprocesamiento, intraprocesamiento y posprocesamiento. Las técnicas de preprocesamiento, como rebalanceo y enriquecimiento de datos, mostraron efectividad en dominios médicos donde ciertos grupos estaban subrepresentados (Royal, 2019). Sin embargo, su costo de implementación resultó prohibitivo para muchos contextos (Mazen y Tong, 2020; Sanabria Martínez, 2022).

Los métodos intraprocesamiento (durante el entrenamiento del modelo), particularmente la corrección de sesgos mediante modelos adversarios (*adversarial debiasing*) y las restricciones de equidad (*fairness constraints*), emergieron como los más prometedores técnicamente (Han et al., 2022; Shen et al., 2022). Estos permitían optimizar simultáneamente para precisión y equidad, aunque con un costo computacional significativo. Casos como el de Gray (2022) demostraron reducciones de hasta 40 % en disparidades sin afectar drásticamente el rendimiento.

El posprocesamiento destacó por su facilidad de implementación en sistemas existentes. Técnicas como la revisión equitativa en zonas de incertidumbre (*reject option classification*) mostraron utilidad en sistemas de crédito, pero enfrentaron críticas por ser «parches» en lugar de soluciones estructurales (Rus et al., 2022). Además, su efectividad variaba significativamente según el dominio de aplicación.

Un desarrollo notable fue el surgimiento de marcos de trabajo integrales, como Fairlearn, que combinaban múltiples enfoques, según Borges Machín y González Bravo (2022). Estos mostraron especial valor en entornos industriales, aunque su adopción fue limitada por fuera de grandes tecnológicas.

**3. Marcos regulatorios emergentes [T2]**

El análisis identificó tres generaciones de iniciativas regulatorias entre 2018-2022. La primera, representada por los *Ethics Guidelines* de la UE que, según Floridi (2019), estableció principios generales, pero sin mecanismos de cumplimiento. De acuerdo a Yam y Skorburg (2021), la segunda generación, como el *Algorithmic Accountability Act* estadounidense, introdujo requisitos específicos de evaluación de impacto, aunque con limitado alcance sectorial.

La tercera generación mostró enfoques más innovadores, como las zonas de prueba supervisadas (*regulatory* *sandboxes*) del Reino Unido y las certificaciones obligatorias propuestas en Canadá (Mogrovejo Andrade, 2022; Ringe y Ruof, 2020). Estos modelos combinaban flexibilidad con exigibilidad, aunque su efectividad a largo plazo es incierta.

A nivel internacional, los principios de la OCDE, de acuerdo con Petrenko (2020), lograron amplia adopción, pero su implementación concreta varió significativamente entre países. Mientras la UE avanzó hacia regulación vinculante, otros países mantuvieron enfoques voluntarios, lo que creó un panorama más estable (Balabin, 2019; Gómez Cano, 2022).

Un hallazgo crítico fue la tensión entre innovación y regulación. Estudios como los de Sherman et al. (2020) señalaron que marcos demasiado rígidos podían sofocar el desarrollo, mientras que los muy flexibles resultaban inefectivos. Esto llevó a propuestas de regulación adaptativa que evolucionaran con la tecnología.

**4. Desafíos en implementación real [T2]**

Los estudios de caso revelaron cuatro barreras principales para implementar soluciones antisesgo: técnicas, organizacionales, económicas y culturales. Técnicamente, el equilibrio y compensación entre equidad y rendimiento es el mayor obstáculo, particularmente en aplicaciones de alto riesgo como diagnóstico médico (Carter et al., 2020; Higuera Carrillo, 2022).

Las barreras organizacionales incluyeron falta de experiencia en equidad algorítmica y resistencia al cambio. Investigaciones como las de Morgan et al. (2018) mostraron que menos del 30 % de las empresas tenían equipos dedicados a ética de IA, al limitar su capacidad de implementación.

Económicamente, los costos de mitigación resultaron prohibitivos para pymes y países en desarrollo, lo que exacerbó desigualdades tecnológicas (Yarborough, 2021; Hoyos Chavarro et al., 2022;). Esto planteó cuestiones éticas sobre quién debía asumir estos costos.

Culturalmente, persistió una brecha entre percepciones técnicas y sociales de equidad. Mientras ingenieros priorizaban métricas cuantitativas, comunidades afectadas enfatizaban necesidades contextuales (Dobler et al., 2018; Kimura et al., 2021). Este desajuste subrayó la necesidad de mayor participación comunitaria en diseño algorítmico (Ledesma y Malave-González, 2022).

**Discusión[T1]**

Los hallazgos revelan una paradoja fundamental en el campo. Mientras las técnicas de detección de sesgos han alcanzado un notable nivel de sofisticación teórica, su aplicación práctica es fragmentada y con frecuencia inefectiva (Fernández-Castilla et al., 2019; Langenkamp et al., 2020). Esta brecha se explica en parte por la complejidad técnica de los métodos más avanzados, que requieren conocimientos especializados no siempre disponibles en contextos industriales (Heiden et al., 2019; Lin y Chu, 2018). Además, la falta de consenso sobre qué métricas de equidad priorizar en diferentes dominios ha generado confusión entre desarrolladores y reguladores (Baros et al., 2022).

La evolución de los métodos de mitigación muestra un patrón similar de promesas teóricas frente a limitaciones prácticas. Si bien técnicas como la corrección de sesgos por oposición entre modelos (*adversarial debiasing*) demuestran capacidad para reducir disparidades en entornos controlados, su transferencia a sistemas reales a menudo enfrenta resistencia por las compensaciones en rendimiento y costos computacionales (De Paolis Kaluza et al., 2022). Este desafío se agrava en aplicaciones donde la precisión es crítica, como diagnóstico médico o evaluación crediticia, donde incluso pequeñas reducciones en exactitud pueden tener consecuencias significativas (Ringe y Ruof, 2020; Rus et al., 2022). Curiosamente, las soluciones más adoptadas no son necesariamente las más avanzadas técnicamente, sino aquellas con mejor equilibrio entre efectividad y facilidad de implementación, como ciertas formas de posprocesamiento.

En el ámbito regulatorio, el análisis muestra una tensión irresuelta entre la necesidad de estándares globales y la importancia de adaptaciones locales. Los principios generales propuestos por organismos internacionales han sido cruciales para establecer un lenguaje común, pero su implementación concreta varía dramáticamente según contextos jurídicos y culturales (Kinavey y Cool, 2019; Mogrovejo Andrade, 2022). Los enfoques más prometedores parecen ser aquellos que combinan requisitos básicos universales con mecanismos flexibles de adaptación sectorial, como las zonas de prueba supervisadas (*regulatory* *sandboxes*) (Ringe y Ruof, 2020). Sin embargo, persiste el riesgo de que la regulación beneficie a grandes empresas con recursos para cumplir requisitos complejos, mientras margina a actores más pequeños, pero potencialmente innovadores (Balabin, 2019; Hoyos Chavarro et al., 2022).

Finalmente, los resultados destacan que los desafíos más persistentes no son técnicos sino sociotécnicos. La efectividad de cualquier solución depende de factores que trascienden lo algorítmico: estructuras organizacionales, incentivos económicos, dinámicas de poder y comprensión cultural del concepto de equidad (Kimura et al., 2021; Orozco Castillo, 2022). Esto sugiere en opinión de los autores que el futuro del campo requiere no solo mejores herramientas técnicas, sino marcos interdisciplinares que integren perspectivas de ciencias sociales, derecho y ética aplicada desde las primeras etapas de diseño.

**Conclusiones[T1]**

El análisis evidencia que la mitigación de sesgos en IA requiere superar el enfoque puramente técnico para adoptar una perspectiva integral que combine innovación algorítmica, gobernanza adaptativa y transformación organizacional. Si bien se han logrado avances significativos en detección y mitigación de sesgos, su efectividad aun es limitada por barreras institucionales, económicas y culturales que requieren soluciones sistémicas. El camino hacia sistemas de IA más éticos y equitativos demandará mayor colaboración interdisciplinar, estándares regulatorios balanceados y mecanismos concretos de auditoría y rendición de cuentas (*accountability*) que trasciendan los principios declarativos.

La experiencia de este período sugiere que ninguna solución aislada (técnica, regulatoria u organizacional) puede resolver por sí sola el complejo desafío de los sesgos algorítmicos. Futuras investigaciones deberán profundizar en enfoques holísticos que consideren desde el diseño mismo de los sistemas hasta su impacto social real, al reconocer que la equidad algorítmica es tanto un desafío tecnológico como un imperativo ético y social.
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