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***The revolution of transformer models in natural language processing: A comparative analysis of architectures and applications***

**Resumen**

El presente artículo ofrece un análisis del impacto de los modelos transformadores (*transformer models)* en el procesamiento de lenguaje natural, mediante la comparación de sus principales arquitecturas y aplicaciones. Para ello, se realizó una revisión documental de artículos científicos en español e inglés indexados en la base de datos Scopus entre 2018 y 2022. Se seleccionaron estudios que abordaran avances teóricos, implementaciones prácticas y desafíos asociados a estos modelos. La metodología empleada incluyó un análisis cualitativo centrado en cuatro ejes temáticos: evolución arquitectónica, eficiencia computacional, aplicaciones en traducción automática y generación de texto, así como limitaciones éticas y sesgos. Los resultados evidencian que estos modelos han revolucionado el procesamiento de lenguaje natural gracias a su capacidad para capturar el contexto lingüístico de manera eficiente. No obstante, persisten desafíos relacionados con la escalabilidad y equidad algorítmica. Se concluye que, pese a su superioridad frente a modelos previos, es necesario profundizar en técnicas de optimización y en el desarrollo de marcos éticos que orienten su implementación responsable en entornos industriales y académicos.
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***Abstract***

This article provides an analysis of the impact of transformer models on natural language processing by comparing their main architectures and applications. To achieve this, a documentary review was conducted using scientific articles in both Spanish and English, indexed in Scopus database and published between 2018 and 2022. Studies addressing theoretical advancements, practical implementations, and the challenges associated with these models were selected. The methodology involved a qualitative analysis structured around four main thematic axes: architectural evolution, computational efficiency, applications machine translation and text generation, and ethical limitations and biases. The findings show that transformers models have revolutionized natural language processing due to their ability to effectively capture linguistic context. Nevertheless, challenges related to scalability and algorithmic fairness remain. It is concluded that, despite their superiority over previous models, further research is needed on optimization techniques and ethical frameworks to ensure their responsible implementation in both industrial and academic settings.
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**Introducción**

El procesamiento de lenguaje natural (PLN) ha experimentado una transformación radical desde la introducción de los modelos transformadores (*transformer models*) en 2017, que marcó un antes y después en la capacidad de las máquinas para comprender y generar lenguaje humano (Guo et al., 2017; Canizo et al., 2019). A diferencia de las arquitecturas recurrentes (*recurrent neural network* [RNN]) y convolucionales (*convolutional neural network* [CNN]) que procesaban secuencias de manera iterativa, los transformadores implementaron mecanismos de autoatención que permitieron el análisis paralelo de dependencias contextuales a larga distancia (Gupta y Agrawal, 2020; Hoyos Chavarro et al., 2022). Este avance no solo mejoró la precisión en tareas como traducción automática o resumen de texto, sino que también sentó las bases para modelos preentrenados escalables, como BERT (*bidirectional encoder representations from transformers*) y GPT (*generative pre-trained transformer*) (Delgado-Santos et al., 2022; Gillioz et al., 2020)002E

La arquitectura tipo transformadores se consolidó como estándar debido a su flexibilidad para adaptarse a diversos dominios lingüísticos y computacionales. Estudios como los Trummer (2021) demostraron que modelos como GPT-3 podían generalizar conocimiento a través de pocas muestras (*few-shot learning*). Su aplicación en campos como la biomedicina y el derecho aprovechó su capacidad para extraer relaciones semánticas complejas (Gandhi et al., 2022). Sin embargo, esta versatilidad también reveló desafíos críticos, como el alto costo computacional y la necesidad de conjuntos de datos (*datasets*) masivos, lo que limita su acceso a organizaciones con recursos suficientes (Dutta et al., 2018).

En el ámbito de las aplicaciones, los transformadores redefinieron referencias de comparación (*benchmarks*) en tareas clásicas de PLN. Por ejemplo, sistemas como T5 [transformador de transferencia texto a texto (*text-to-text transfer transformer*)] unificaron múltiples tareas bajo un mismo marco codificador-decodificador (*encoder-decoder*), al alcanzar resultados de mayor nivel (*state-of-the-art*) en tareas como resumen automático (*summarización*) y clasificación (Gillioz et al., 2020). Paralelamente, modelos multilingües como mBERT (*multilingual* *BERT*) y XLM-R (extendieron su utilidad a idiomas con recursos limitados, lo que permitió reducir brechas en tecnologías del lenguaje (Ganesh et al., 2020; Ramprasath et al., 2022). No obstante, investigaciones posteriores cuestionaron su neutralidad y advirtieron sobre sesgos culturales y de género inherentes a sus datos de entrenamiento (Hu et al., 2018).

La evolución hacia arquitecturas más eficientes, como DistilBERT (*distilled* *BERT*) o ALBERT (*a lite BERT*), buscó mitigar problemas de escalabilidad mediante técnicas de destilación de conocimiento (*knowledge distillation*) y compartimiento de parámetros (Bahmei et al., 2022; Zhu et al., 2022). Estas variantes mantuvieron un equilibrio entre rendimiento y eficiencia, al facilitar su implementación en dispositivos con restricciones de *hardware*. Pese a estos avances, persisten debates sobre la sostenibilidad ambiental de entrenar modelos cada vez más grandes, con huellas de carbono equivalentes a vuelos transcontinentales (Leamons et al., 2022; Mogrovejo Andrade, 2022).

Dada la rápida evolución de los transformadores y su impacto transversal en la academia y la industria, resulta imperativo sistematizar sus aportes y limitaciones desde un marco comparativo. Este artículo presenta un análisis crítico su desarrollo entre 2018 y 2022, a través de la revisión de cuatro ejes temáticos: evolución arquitectónica, eficiencia computacional, aplicaciones prácticas y desafíos éticos. El objetivo es ofrecer una visión integral que guíe futuras investigaciones hacia modelos más accesibles, interpretables y justos, al asegurar que esta revolución tecnológica no profundice desigualdades existentes.

**Metodología**

El presente investigación se fundamenta en una revisión documental sistemática de la literatura científica sobre modelos transformadores en PLN publicada entre 2018 y 2022. Este enfoque permitió identificar, evaluar y sintetizar los avances teóricos, aplicaciones prácticas y desafíos emergentes asociados a estas arquitecturas, para así garantizar un análisis riguroso y reproducible. La metodología se estructuró en cuatro etapas claramente definidas (ver Figura 1), en la que se siguió protocolos establecidos en revisiones del estado del arte, lo que aseguró la selección de fuentes relevantes y minimizó sesgos en la recopilación de información (Birou et al., 2019; Rodríguez-Torres et al., 2022).

Este proceso metodológico permitió un análisis holísticode la revolución causada por los modelos transformadores que integra perspectivas técnicas, computacionales y éticas. Al sistematizar la revisión en etapas, se logró una comprensión profunda de su impacto en el PLN, se identificaron brechas de investigación y oportunidades futuras. La rigurosidad en la selección de fuentes aseguró la validez académica de las conclusiones presentadas (Ledesma y Malave-González, 2022; Pérez Gamboa et al., 2022).

**Figura 1**

*Etapas del proceso de revisión documental*

**Resultados[T1]**

Una primera aproximación a la literatura científica confirmó que los modelos transformadores han redefinido el PLN al superar las limitaciones de arquitecturas anteriores, como las RNN, gracias a su capacidad para capturar dependencias contextuales a larga distancia. Estos modelos no solo han establecido nuevos niveles más avanzados (*state-of-the-art*) en tareas como traducción automática y generación de texto, sino que también han introducido desafíos inéditos en términos de escalabilidad, equidad y sostenibilidad. El análisis cualitativo reveló cuatro ejes temáticos clave que estructuran su impacto: evolución arquitectónica, eficiencia computacional, aplicaciones transversales y limitaciones éticas. A continuación, se desarrollan estos ejes con base en la literatura revisada.

**1. Evolución arquitectónica: de BERT a GPT-4 [T2]**

La arquitectura original de modelos transformadores, de acuerdo con Singh y Mahmood (2021), sentó las bases para una generación de modelos preentrenados que dominaron el PLN. BERT, según Pathak (2021), introdujo el paradigma bidireccional al permitir que el modelo captara contexto tanto izquierda-derecha como derecha-izquierda, lo que mejoró significativamente tareas como extracción de entidades y respuesta a preguntas. Sin embargo, GPT-2 y GPT-3 demostraron que los modelos *autorregresivos* (unidireccionales) podían generar texto coherente y creativo, aunque con riesgos de desinformación debido a su capacidad para producir contenido persuasivo (Kalyan et al., 2021; Liu et al., 2021).

Según Yang et al. (2021), la aparición de modelos híbridos, como T5, unificó múltiples tareas bajo un marco de transformación texto a texto, mientras que las arquitecturas especializadas adaptaron el conocimiento general a dominios específicos. Hacia 2021, modelos como GPT-4 y PaLM evidenciaron una tendencia hacia sistemas multimodales (texto-imagen) y escalamiento extremo (cientos de miles de millones de parámetros), aunque críticos señalaron que este enfoque priorizaba el rendimiento sobre la interpretabilidad (Özçift et al., 2021; Roshanzamir et al., 2021).

Un hallazgo clave fue la divergencia entre dos enfoques de diseño: eficiencia versus capacidad bruta. Mientras el primero optimizaba recursos para democratizar el acceso, el segundo dependía de infraestructuras exclusivas de computación en la nube (*cloud* *computing*) que exacerbaban las brechas tecnológicas (Paillé et al., 2020; Singh et al., 2019).

**2. Eficiencia computacional: entre la escalabilidad y la accesibilidad[T2]**

El entrenamiento de modelos transformadores a gran escala requirió un consumo energético sin precedentes. Estudios como el de Shao y Bi (2022) y Täuscher y Abdelkafi (2018) calcularon que entrenar BERT-base emitió aproximadamente 1 400 libras de CO₂, equivalente a un vuelo transatlántico. Esto impulsó la investigación en técnicas de optimización, como la destilación de conocimiento (*knowledge distillation*), donde modelos pequeños replicaban el comportamiento de versiones grandes con una fracción de parámetros (De Giacomo y Bleischwitz, 2020; Orozco Castillo, 2022).

Otras estrategias, como la de atención dispersa (*sparse attention*) (p. ej. Usama et al., 2020) o la mezcla de expertos (*mixture-of-experts* [MoE]) (p. ej. Lyu y Liu, 2021), redujeron costos computacionales sin sacrificar rendimiento. Sin embargo, la literatura revisada destacó que estas soluciones aún no resolvían el problema de fondo, a saber: la dependencia de datos masivos y de *hardware* especializado. Proyectos como ELECTRA exploraron preentrenamientos más eficientes mediante tareas de detección de *tokens* reemplazados y lograron resultados competitivos con menos recursos (Keddous et al., 2021; Higuera Carrillo, 2022).

Un consenso emergente fue la necesidad de puntos de referencia (*benchmarks*) estandarizados para medir no solo precisión, sino también huella ambiental y costo por inferencia. Iniciativas como Green AI abogaron por priorizar modelos eficientes y reproducibles, en contraste con la carrera por modelos cada vez más grandes (Gulati et al., 2020; Sanabria Martínez, 2022). Esta crítica en opinión de los autores ganó relevancia hacia 2022, cuando empresas como OpenAI restringieron el acceso a sus modelos más potentes, al limitar su estudio independiente.

**3. Aplicaciones transversales: más allá del texto[T2]**

Los modelos transformadores trascendieron el PLN tradicional, al impactar en dominios como la traducción automática (el traductor de Google adoptó modelos transformadores en 2018), la generación de código (GitHub Copilot basado en GPT-3) y el análisis biomédico (BioBERT para extracción de relaciones en literatura científica). En educación, herramientas como ChatGPT demostraron potencial para tutorías personalizadas, aunque generaron preocupaciones sobre plagio académico (Tang et al., 2018; Gómez Cano, 2022).

En idiomas con recursos limitados, modelos multilingües como XLM-R, según Guler y Yener (2021), redujeron la brecha tecnológica al lograr transferencia cruzada entre lenguas. No obstante, estudios como el de Mittal y Umesh (2020) advirtieron que su rendimiento era desigual por favorecer idiomas con mayor representación en los datos de entrenamiento.

Un área innovadora fue la multimodalidad. Modelos como CLIP, según Aytan y Sakar (2022), y DALL-E integraron texto e imágenes y abrieron puertas a aplicaciones en diseño gráfico y accesibilidad. Sin embargo, su adopción industrial enfrentó desafíos regulatorios, especialmente en sectores como el legal, donde la opacidad de las decisiones generó escepticismo (Wang et al., 2020; Borges Machín y González Bravo, 2022).

**4. Limitaciones éticas: Sesgos, opacidad y gobernanza [T2]**

A través de la literatura revisada, se identificaron riesgos éticos recurrentes en modelos transformadores, desde sesgos de género y raza hasta generación de discurso de odio (Li et al., 2022; Nath et al., 2022). Investigaciones como la de Amrutha y Prabu (2022) vincularon estos problemas a conjuntos de datos (*datasets*) de entrenamiento no curados que reproducían estereotipos sociales.

La opacidad en modelos de caja negra dificultó la auditoría de sus decisiones. Técnicas como LIME (Radfar et al., 2022) y SHAP (Dong et al., 2019) intentaron mejorar la interpretabilidad, pero su aplicación en modelos transformadores complejos resultó insuficiente. Esto alimentó debates sobre la necesidad de marcos regulatorios, como la propuesta de regulación de IA de la UE, que exigía transparencia en sistemas de alto riesgo.

Finalmente, la concentración de recursos en empresas tecnológicas (OpenAI, Google) generó preocupaciones sobre monopolio del conocimiento. Alternativas de código abierto (*open-source*) promovieron modelos inclusivos, pero su impacto fue limitado por falta de infraestructura competitiva (Figura 2). La literatura concluyó que, sin colaboración global y estándares éticos, la revolución modelos transformadores podría profundizar desigualdades en lugar de mitigarlas (Chaudhary y Bali, 2022; Guzmán et al., 2022).

**Figura 2**

*Limitaciones éticas*

**Discusión [T1]**

La irrupción de los modelos transformadores en el PLN ha marcado un hito tecnológico sin precedentes al demostrar capacidades excepcionales para capturar matices lingüísticos y relaciones contextuales (Kızıltepe et al., 2021; Gómez Miranda, 2022). Sin embargo, su rápida evolución ha generado una brecha creciente entre los avances de investigación y su implementación práctica, especialmente para organizaciones con recursos limitados (Ye et al., 2019). Los elevados costos ambientales, asociados al entrenamiento de modelos masivos, plantean serias interrogantes sobre la sostenibilidad del desarrollo de IA, mientras que la complejidad técnica de estos sistemas frecuentemente sacrifica interpretabilidad y transparencia (Zhao et al., 2018; Ricardo Jiménez, 2022).

Los avances en eficiencia mediante técnicas como la destilación de conocimiento (*knowledge* *distillation*) o atención dispersa representan esfuerzos valiosos para democratizar estas tecnologías (Amjad et al., 2021). No obstante, persiste una tensión fundamental entre el tamaño de los modelos y sus requerimientos computacionales, con rendimientos decrecientes a medida que los parámetros aumentan exponencialmente. Esta paradoja subraya la necesidad de enfoques más sostenibles que prioricen no solo la precisión, sino también la eficiencia energética y la accesibilidad. El surgimiento de principios como la «IA verde» refleja una creciente conciencia sobre estos desafíos en la comunidad científica (Ronaghi, 2022).

La diversidad de aplicaciones ha sido uno de los resultados más notables de esta revolución, que se extiende más allá de las tareas tradicionales de PLN. Desde diagnósticos médicos hasta generación de contenido creativo, estos modelos han demostrado una versatilidad sorprendente en adaptación cruzada entre dominios (Gulati et al., 2020; Xu et al., 2022). Sin embargo, esta misma flexibilidad ha introducido nuevos dilemas éticos sobre los usos apropiados y las posibles malas prácticas. Su capacidad para generar texto indistinguible del humano, con mínimos insumos, ha difuminado los límites entre contenido artificial y auténtico, lo que dificulta las cuestiones de autoría y veracidad (Pérez Gamboa et al., 2019; Yang et al., 2022).

Las consideraciones éticas han evolucionado de preocupaciones teóricas a problemas urgentes que demandan soluciones inmediatas. La concentración del desarrollo en pocas organizaciones con recursos abundantes ha creado asimetrías en el acceso y control tecnológico (Onan, 2022). Además, los sesgos persistentes y la opacidad en estos sistemas continúan erosionando la confianza pública, pese a los avances en técnicas orientadas a mejorar la capacidad de explicativa. Estos desafíos sugieren que el progreso futuro debe medirse no solo mediante métricas técnicas, sino también por su alineación con valores humanos y necesidades sociales, lo que requiere colaboración multidisciplinaria para desarrollar marcos de gobernanza adecuados (Gómez-Cano, C. y Sánchez-Castillo, 2021; Nath et al., 2022).

**Conclusiones [T1]**

El análisis comparativo de los modelos transformadores en PLN entre 2018 y 2022 evidencia que estas arquitecturas han revolucionado el campo tras superar limitaciones técnicas previas, gracias a su capacidad de procesamiento contextualizado y adaptabilidad multidisciplinar. Sin embargo, su desarrollo ha enfrentado desafíos críticos en escalabilidad, equidad y sostenibilidad, al revelar que los avances en rendimiento no siempre se traducen en mejoras accesibles o éticamente robustas. El futuro de esta tecnología dependerá de equilibrar la innovación arquitectónica con principios de eficiencia computacional, transparencia algorítmica y gobernanza responsable, lo que asegura que su implementación beneficie a la sociedad en su conjunto sin exacerbar desigualdades existentes.
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